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Abstract
A face detection algorithm is widely used as a pre-processing system of the face recognition system for extracting only the facial region from the entire image to

increase the efficiency of the face recognition operation [1]. In this study, we propose the face detection accelerator based on Haar cascade classifier algorithm to

detect only the facial region from an input image acquired by a camera [2]. The proposed face detection accelerator can detect faces of various sizes in the input

image by adopting the image pyramid method, and can improve performance by updating internal parameters through I2C-based communication. In addition, the

proposed face detection accelerator can be operated with low area and low power through optimization of cascade classifiers. The proposed face detection

accelerator operates at a clock frequency of 148.5MHz depending on the operating frequency of the FHD camera module, and outputs face detection results at a

rate of 15 frames per second.
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Figure 1. Hardware architecture of the proposed face detection 

accelerator

Figure 1 shows the hardware architecture of the proposed face detection accelerator. As

shown in Figure 1, the proposed face detection accelerator consists of nine modules: 1)

Input/Output Interface, 2) Frame Buffer, 3) Scaler, 4) Address Generator, 5) Line Buffer, 6)

Integral Image Generator, 7) Cascade Classifier, 8) Merge, and 9) I2C module.

In the Integral Image Generator module, the word length reduction method [3] was

applied to reduce memory usage by 50% compared with the conventional integral image

generation method. To improve the processing speed, the Cascade Classifier module is

divided into two-step to reduce the operation of the first stage and reduce unnecessary

operations by adopting the skip scheme in the Cascade Classifier module [2]. In addition, the

performance of the face detection accelerator can be improved by updating parameters

through the I2C module.

In this study, we proposed the face detection accelerator that adopts word length reduction,

skip scheme, two-step classifier structure, and I2C-based communication module. The

proposed face detection accelerator can detect faces of various sizes, and can improve

performance by updating internal parameters. Moreover, the proposed face detection

accelerator can be operated with low area and low power. Because of these advantages,

the proposed face detection accelerator can be efficiently used for embedded systems

that performs facial image processing.

Figure 2 shows the test environment for verifying operation of the proposed face detection

accelerator. The proposed face detection accelerator has been designed using Verilog HDL,

and implemented using Xilinx ZC706 FPGA board. The Interface Board receives the FHD

video from the Camera and transmits the video to FPGA Board at a clock frequency of

148.5MHz. The FPGA Board stores one image frame that is input from the Interface Board,

and outputs the final detection result back to the Interface Board when the face detection is

completed. Thereafter, the Interface Board transmits the face detection result to the PC that

visualizes and verifies the detection result through a USB interface. The face detection result

obtained by implementing the proposed architecture using FPGA is shown in Figure 3.

Figure 2. Test environment for verifying operation of the proposed 

face detection accelerator

Figure 3. Face detection result: (a) single face detection and 

(b) multiple faces detection
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